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Abstract: Hepatitis B is transmitted through blood or body fluids contaminated with the virus from Hepatitis B sufferers 

(carriers). The factors that cause a person to contract Hepatitis B are sexual intercourse, blood contact, placental contact from 

the mother to the baby, and saliva. The incubation period for Hepatitis B Virus (HBV) ranges from 30 - 180 days with an 

average of 60 - 90 days. HBV can be detected 30 - 60 days after infection and persists for a certain period. Thus, the behaviour 

of infectious diseases can be observed and described using mathematical modelling. Mathematical modelling is a field of 

mathematics that represents and explains physical systems or problems that occur in the real world and are solved in 

mathematical statements. The mathematical model used to overcome uncertainty in variable values is a stochastic model. 

These causal factors are not directly observed and form a Markov chain. The model that can be used for the uncertainty of 

an event is the Hidden Markov Model. The Hidden Markov Model (MHM) is a type of stochastic modelling that does not 

recognize the factors that trigger the problem being modelled. The Poisson Hidden Markov model is used to model Hepatitis 

B disease. Hepatitis B disease data is a series of observations that experience overdispersion and depend on the trigger of 

Hepatitis B disease, which is assumed not to be observed directly and forms a Markov chain. The aim to be achieved in this 

research is to model Hepatitis B disease at the Medan Haji Hospital using the Poisson Hidden Markov model and to find 

parameter estimates using the Expectation Maximization Algorithm. This type of research uses quantitative research methods. 

The conclusions that can be drawn based on the results and previous discussions are as follows: the method for determining 

the average number of patients in patient B can use the PHMM (Poisson Hidden Markov Model) method with the EiM 

(Expectation-Maximization Algorithm) algorithm, the best model for the number of Hepatitis B patients in Haji Hospital at 

this hospital is the model with three hidden cases with the parameter estimation value. The average number of Hepatitis B 

patients is 0.0324 in 1 month, and the average predicted results obtained by the hidden condition model 3 align with the 

original conditions in the previous months. 
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Introduction  

 
In the world, there are many infectious diseases, 

including influenza, tuberculosis (TBC), dengue 

hemorrhagic fever (DHF), HIV/AIDS, pneumonia, measles, 

hepatitis, and so on. Currently, a health problem throughout 

the world in Indonesia is hepatitis [1]. Hepatitis is an 

infectious disease of liver cells caused by viral infectious 

microorganisms, drugs, toxins, and chemicals [2]. There are 

various types of hepatitis, namely Hepatitis A, B, C, D, and 

E. WHO (World Health Organization) said that this disease 

will spread to the world's population and is transmitted orally 

due to a lack of knowledge about clean and healthy living 

[3]. Indonesia is the country with the second largest endemic 

of Hepatitis B in the SEAR (South East Asian Region) 

countries after Myanmar, with 2 billion people in the world, 

around 240 million of whom suffer from chronic hepatitis. 

Currently, it is estimated that 28 million Indonesians suffer 

from Hepatitis B [4]. 

Hepatitis B is transmitted through blood or body 

fluids contaminated with the virus from Hepatitis B sufferers 

(carriers). The factors that cause a person to contract 

Hepatitis B are sexual intercourse, blood contact, placental 

contact from the mother to the baby, and saliva. The 

incubation period for Hepatitis B Virus (HBV) ranges from 

30 - 180 days, with an average of 60 - 90 days [5]. HBV can 

be detected 30 - 60 days after infection and persists for a 

certain period [6]. Hepatitis can attack anyone, regardless of 

age or gender. Hepatitis B can be prevented by providing 

immunization. Hepatitis B immunization is given as early as 

possible after birth [7]. Giving Hepatitis B immunization to 

newborns must be based on whether the mother contains 

active Hepatitis B virus or not at birth. Repeat Hepatitis B 

immunization can be considered at 10-12 years old. If a child 

up to 5 years of age has not received Hepatitis B 

immunization, it should be given as soon as possible [8]. 

The Ministry of Health of the Republic of Indonesia 

announced the latest situation regarding the mysterious 

Acute Hepatitis. On September 15, 2022, there were a total 

of 91 cases of acute hepatitis with unknown causes in 

patients under 16 years of age in 22 provinces, of which 35 

were in probable or suspected status, seven were pending 

because they were waiting for lab test results, and 49 were 

discarded because they were suffering from other diseases. 

Of the 35 probable cases, DKI contributed the most, namely 

12 cases, Yogyakarta 3 cases, West Kalimantan, Central 

Java, North Sulawesi, Bali, and North Sumatra 3 cases, and 

the others 1 case each [9]. 

https://doi.org/10.29303/jpm.v19i6.7510
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Thus, the behavior of infectious diseases can be 

observed and described using mathematical modeling [10]. 

Modeling Mathematics is a field that represents and explains 

physical systems or problems that occur in the real world, 

which are solved in mathematical statements. Mathematical 

modeling is divided into four types: empirical, simulation, 

deterministic, and stochastic [11]. An empirical model is a 

model that is used based on observations without being based 

on theory or knowledge that generates the phenomenon. A 

simulation model is a written mathematical model based on 

rules. A deterministic model is one in which the values and 

variables are known with certainty. In contrast, the stochastic 

model is a variable value from a model that is not known 

with certainty in the form of a random variable [12] the four 

models have advantages and disadvantages and are equally 

needed. 

The mathematical model used to overcome 

uncertainty in variable values is a stochastic model. The 

stochastic model is also called a calculated probability model 

of each event occurring [13]. Several factors can cause 

uncertainty in an event. These causal factors are not directly 

observed and form a Markov chain. The model that can be 

used for the uncertainty of an event is the Hidden Markov 

Model [14]. 

The Hidden Markov Model (MHM) is a type of 

stochastic modeling that does not recognize the factors that 

trigger the problem being modeled. The Hidden Markov 

model consists of a pair of stochastic processes, namely the 

observation process and processes that influence the 

observation. The cause of this observation is called state. The 

Poisson Hidden Markov Model (MPHM) is a Hidden 

Markov model with discrete time, and the observation 

process is assumed to be a Poisson distribution [15]. One of 

the characteristics of MPHM is that it is overdispersive, that 

is, the variety of data is greater than the average. 

The Poisson Hidden Markov model is used to model 

Hepatitis B disease. Hepatitis B disease data is a series of 

observations that experience overdispersion and depend on 

the trigger of Hepatitis B disease, which is assumed not to be 

observed directly and forms a Markov chain [16]. 

In previous research, several studies or papers 

discussed epidemics using stochastic models, for example, 

[17] research entitled Stochastic Model Analysis of Hepatitis 

B Virus Transmission discusses the stochastic model of 

Hepatitis B virus transmission with the SIR epidemic model 

using two infection rates, namely the rate of acute and 

chronic infections follows the Wiener process. The model 

was then searched for an analytical solution for the Ito 

formula. So, the author was interested in researching the 

stochastic model with Poisson Hidden Markov for Hepatitis 

B in North Sumatra [18]. 

This innovation is because disease-spread models 

usually use SEIR or SIR and must know the causal factors. 

So researchers are interested in using the Poisson Hidden 

Markov Model method to model Hepatitis B disease at the 

Medan Haji Hospital [19]. The characteristic of the Poisson 

Hidden Markov model is its parameters. Estimating model 

parameters uses the Maximum Likelihood method, 

calculated using the Expectation Maximization Algorithm 

[20]. Based on research conducted by [21] researched 

parameter estimation and the convergence of Poisson Hidden 

Markov Model parameter estimates. In this research, the 

main case of MPHM is to estimate the parameters that 

maximize the Likelihood function. The Likelihood Function 

is calculated using the Forward-Backward algorithm. The 

Expectation Maximization (AEM) algorithm maximizes the 

Likelihood function.  

The author is interested in raising the title about 

modeling Hepatitis B disease data at the Medan Haji 

Hospital using the Poisson Hidden Markov Model method 

and looking for parameter estimates using the Expectation 

Maximization Algorithm. 

 

Research Methods  
 

Types of research 

This type of research uses quantitative research 

methods. Quantitative methodology is a technique that 

presents information or data dominated by a number 

structure, and the data analysis or data analysis used is 

statistical. 

 

Research Variables 

These research variations are everything that 

becomes an object of observation in research. These 

variations of research are used as follows: 

1. State 1, data "HBsAg" Protein found inside and 

outside the Hepatitis B virus. 

2. Statei 2, data "HBeAg" Protein, which is not present 

in the virus, allows the virus to circulate freely in 

the blood and body tissues. 

3. State 3, data on "Acute Hepatitis B" for patients 

diagnosed with Hepatitis B in less than 6 months. 

4. Statei 3, data on “Hepatitis B Chronis” patients 

admitted to Hepatitis B for more than 6 months. 

 

Research Procedures 

The research procedure is based on the stages that will 

be carried out. There is a research procedure to make it easier 

for researchers or readers to learn research by seeing the 

steps required when carrying out research, namely: 

1. Data collection 

2. Counting the number of Hepatitis oil patients at RSU 

Haji Medan 

3. Checking overdispersion to compare the value of 

variance and the mean value of a large amount of data. 

In the initial stage, the data is used to determine whether 

the results are natural, that is, by looking at the average 

value and variance of the existing data. If the variance 

value exceeds the average value, then the data used can 

be interpreted as Poisson data. 

4. Stochastic modeling stage using Poisson Hidden 

Markov Modeling by searching for input parameter 

values for modeling. 

a. Determine Hidden Markov Model 

This stage is modeled by intuiting the state 𝑥𝑛 = 

[1,2,3], and the next step is to intuit the Hidden Markov 

Model, which is intended to be a graph that is a transition 

from one state to another.  
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Figure 1. Graf Hidden Markov Model 

 

b. Determinate Poisson Hidden Markov Model 

This stage looks for the best estimation model for the 

number of Hepatitis B patients from 3 modes. The three 

modes are hidden states, namely m = (2,3,4). This study only 

models up to the hidden existence m = 4 because the data 

used does not provide coverage for the hidden existence m  

≥ 5 The Poisson Hidden Markov Modeil is used, which 

estimates the EM algorithm. 

 

5. Determinate Parameter 

At this stage, we calculate the average number of 

patients per month when every 𝜆 has a Poisson distribution 

criterion with the initial probability of occurrence, and the 

transition opportunity matrix hidden existence has a size of MXM. 

Calculating the surface length in sample space can be done 

by dividing the range by the number of windows. 

6. Calculate the estimates of the EM algorithm, which 

consists of the Ei and M phases. Then replace the 

missing data in the rare results E. That's it, maximized 

in stage M 

7. Carry out an analysis of the results of the analysis that 

has been obtained in the best model using AIC values. 

 

 

 
Figure 2. Research Framework 

 

Results and Discussion  
 

In this study, the information used is Hepatitis B 

patients obtained from the Haji Meidan Hospital. This 

information was taken over the past 3 years, from January 

2020 to December 2022. 

Determining overdispersion was carried out using 

data on the number of Hepatitis B patients over 36 months. 

From the data collection process on the number of Hepatitis 

B patients, the data characteristics follow a Poison-based 

data collection process. Follow the data distribution as in 

Figure 2. 

 

 
Figure 3. Distribution of Hepatitis B Patients at Haji 

Hospital Medan 

 

The data used to determine whether the results are 

different is by looking at the average value and variance of 

the existing data. The data will naturally vary if the variance 

value exceeds the average value. 

From the results of providing information that the 

number of events that occurred was 36 data 𝑋̅ = 1,5833 

with a̅nd 𝑠2 = 5,107. Meanwhile, the maximum value of the 

number of events is 10. It is assumed 𝑠2 = 5,107 and 𝑋̅ =
1,5833. Suffers from overdispersion of the Poisson 

distribution. 

 

Determination of the Hidden Markov Model 

 

 
Figure 3.  Graph Hidden Markov Model 

 

Based on Figure 4.1, state transfers that may occur in 

the oil balance of Hepatitis B have 8 transitions, namely 

transfers from P state 1 to state 1, state 1 to state 2, state 2 to 

state 1, state 2 to state 2, etc. moving from Q state 1 to state 

1, state 1 to state 2, state 2 to state 1, state 2  state 2. 

 

Determination of the Transition Probability Matrix 

 

In the presence of HBsAg infection, 26 patients 

experienced Chronic Hepatitis B, and 26 acute patients and 

5 patients. Meanwhile, in the presence of HBeiAg infection, 

there were 18 patients suffering from Chronic Hepatitis B 

and 8 patients suffering from acute disease. Thus, the 
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transition probability can be calculated. The above 

probability calculations are calculated using equations : 
1) State 1 (HBAg) → State 1 (HBAg) 

𝑃11 =
8

9
= 0,89 

2) State 1 (HBAg) → State 2 (HBeAg) 

𝑃12 =
1

9
= 0,11 

3) State 1 (HBAg) → State 3 (Hepatitis B Kronis) 

𝑄11 =
26

31
= 0,83 

4) State 1 (HBAg) → State 2 (Hepatitis B Acute) 

𝑄12 =
5

31
= 0,1 

5) State 2 (HBAg) → State 1 (HBeAg) 

𝑃21 =
5

6
= 0,83 

6) Statei  (HBAg) → State 2 (HBAg) 

𝑃22 =
1

6
= 0,17 

7) State 2 (HBAg) → State 1 (Hepatitis B Cronis) 

𝑄21 =
5

26
= 0,23 

8) State 2 (HBeiAg) → State 2 (Hepatitis B Acute) 

𝑄21 =
6

26
= 0,07 

From these results, it shows that the probability of 

HBsAg infection in the Hajj hospital is in state 1 (Hepatitis B) 

being 0.89, state 1 is in state 2 being 0.11, state 1 P with HBsAg 

infection being in state 1 Q Hepatitis B value 0.83, and state 1 P 

due to HBsAg infection leads to state 2 Q Hepatitis B Acute has 

a value of 0.16. And state 2 (HBeiAg) is 0.83, state 2 is 0.17 and 

state 2 P is 0.69, and state 2 P is 0.69, and state 2 P is 0.69, and 

state 2 P with HBsAg is state 2 Q Hepatitis B Acute value 0.30. 

 

Modeling with Poisson Hidden Markov Model 

  

This study will look for the best estimation model for the 

number of Hepatitis B patients from 3 models. The 3 modes are 

hidden states, namely m = (2,3,4). This study only models up to 

the hidden existence m = 4 because the data does not cover the 

hidden existence   5. The method used is Poisson Hidden 

Markov Modeil with eistimization of the EM algorithm. 

The number of classes in the table being distributed in 

frequency is determined by the number of hidden circumstances 

included. In this process, the team takes values ranging from 0 

to 11, the number of Hepatitis B patients for uniform 

distribution of the levels of each class. As a model example with 

the condition 𝑚=2, for example, if there are 2 hidden conditions 

with the average number of Hepatitis B patients  = (1, 2 

), then there are 2 classes with long intervals for each class. 

 c =
range

lots of classes
=

12

2
= 6 

 

Based on the value of 𝑐 above calculated by the interval 

length for each class 6, the sample space for the number of 

Hepatitis B patients in the hidden state 1 is {0,1,2,3,4,5} and the 

remainder enters the hidden state 2. 

In 3 hidden states (m= 3) with the average number of 

parameters event is  = (1, 2 , 3 ) then there are 3 

categories with each. The class has a long interval c=4. This 

means that there is a lot of sample space. The occurrence of 

patient Hepatitis B in hidden state 1 is {0,1,2,3}, for hidden state 

2 is {4,5,6,7}, while the remainder is the sample space for 

hidden state 3, namely {8,9, 10,11}. 

In 4 hidden states (m= 4) with the average number of 

parameters event is  = (1, 2 , 3 , 4 ), then there are 4 

categories with each. 

The class has an interval length c = 3. This means that 

the sample space for the number of occurrences of patient B in 

hidden state 1 is {0,1,2}, for hidden state 2, the sample space is 

{3,4,5}, for hidden state 3, the sample space is {6,7,8}, while 

the remainder is the sample space for the hidden state 4. 

The next step is to enter data in Table 4.1 for each group 

of hidden circumstances based on the sample space, so that 

determined by the parameter values  = (1, 2 ) Parameiteir 

 = (1,2 ), namely the initial opportunity in hidden state 1 

and hidden state 2, it is calculated by calculating the number of 

incident frequencies in each group of hidden states and the result 

of the total occurrence of occurrences hide it. 

Calculating the probability of hidden circumstances 𝑚 = 

2 hidden circumstances 1 above is calculated using : 

1) State 1 (HBAg) → State 1 (HBAg) 

𝑃11 = 0,89 

2) State 1 (HBsAg) → State 2 (HBAg) 

𝑃12 = 0 

3) State 1 (HBsAg) → State 3 (Hepatitis B Cronis) 

𝑄11 = 0,55 

4) State 1 (HBsAg) → Statei 2 (Hepatitis B Acute) 

𝑄12 = 0,15 

5) State 2 (HBAg) → State 1 (HBAg) 

𝑃21 = 0 

6) State 2 (HBAg) → State 2 (HBAg) 

𝑃12 = 0,17 

7) State 2 (HBAg) → State 1 (Hepatitis B Cronis) 

𝑄21 = 0,24 

8) State 2 (HBeiAg) → State 2 (Hepatitis B Acute) 

𝑄22 = 0,06 

From these results, it shows that the probability of 

HBsAg infection in the Hajj hospital is at state 1 (Hepatitis 

B) be 0.89, state 1 is going to state 2 to stat0.11, state 1 P 

with HBsAg infection be at state 1 Q Hepatitis B is chronic  

0.55. State 1 P deng infection HBsAg mento state 2 Q 

Hepatitis B Acute 0.15, and state2 (HBeiAg) 0.83, state 2 

mengo state 2 is 0.17 and state 2 P  infection HBeAg to state 

1 Q Hepatitis B chronic 0.24, and state 2 P HBsAg infection 

leads to state 2 Q Hepatitis B Acute rate 0.06. 

 
Figure 4. Hepatitis B Disease Transition State Graph 
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Next, calculate the probability of the hidden state 𝑚 = 2 

hidden circumstances 2. 

1) State 1  (HBsAg) → State 1 (HBsAg) 

𝑃11 = 1 

2) State 1 (HBsAg) → State 2 (HBeAg) 

𝑃12 = 0,11 

3) State 1 (HBsAg) → State 3 (Hepatitis B Cronis) 

𝑄11 = 0,33 

4) 𝑄State 1 (HBsAg) → State 2 (Hepatitis B Acute) 

𝑄12 = 0 

5) State 2 (HBeAg) → State 1 (HBeAg) 

𝑃21 = 0,5 

6) State 2 (HBeAg) → State 2 (HBsAg) 

𝑃22 = 0 

7) State 2 (HBeAg) → State 1 (Hepatitis B Cronis) 

𝑄21 = 0,42 

8) State2 (HBeiAg) → State 2 (Hepatitis B Acute) 

𝑄22 = 0,25 

From these results, it shows that the probability of 

HBsAg infection in the Hajj hospital is at state 1 (Hepatitis B) 

to be 1, state 1 to state 2 to be 0.11, state 1 P with HBsAg 

infection to be at state 1 Q Hepatitis B is 0.33, and state 1 0.42, 

and state 2 P with HBsAg infection leading to state 2 Q Hepatitis 

B Acute is 0.25. 

In the model with 4 hidden states (m = 4), it has 

parameters the average number of events 𝜆 in 1 month. Initial 

opportunities for occurrence and transition opportunity matrix: 

This means if, in the current period, there is a hidden 

state of 1, then the chance in the next 1 month of being in a 

hidden state of 1 is equal to 0.82. Meanwhile, if in this period 

there is a hidden condition of 1, then the chance for 1 month of 

dreaming of being in the hidden condition of 2 is equal to 0.10, 

if in this period, there is a hidden situation of 1, then the chance 

for 1 month of dreaming of being in the hidden state of affairs 

hide 3 equal to 0.03. If, in the current period, it is in the hidden 

state of 1, then the chance for the next 1 month to be in the 

hidden state of 4 is approximately 0.034. 

 

Estimating PHMM Parameters using the EM Algorithm  

 

After determining the PHMM parameters, the next step 

is to calculate the estimated value of the parameters, namely 𝜆, 

𝛿 and Γ for each model using the EM Algorithm. The 

calculation of victimization values used is 1e-06, where the 

value of tolerance is the criterion. 

Table 1 shows the results of estimating the PHMM 

parameters using the EM algorithm for each hidden situation. 

In the 2 hidden situations, the average and initial probability 

of occurrence in 1 month is the 1st hidden situation with λ = 

17 and δ = 0.002 and the 2 hidden conditions with λ = 26.33 

and δ = 0.001. 

In the 3 hidden situations, the average and initial 

probability of their occurrence are 1 hidden situation with λ 

= 17.27 and δ = 0.0019, 2 hidden situations with λ = 1.50 and 

δ = 0.0006 and also the absence hidden 3 deings λ = 1.50 and 

δ = 0.001. 

In the 4 hidden situations, the average and initial 

probability of their occurrence is obtained, namely hidden 

situation 1 with λ = 16.42 and δ = 0.0015, hidden situation 2 

with λ = 24 and δ = 0, hidden situation 3 de light λ = 29 and 

δ = 0 as well as the hidden existence of 4 with λ = 21 and δ 

= 0 

 

Table 1.  PHMM Parameter Estimation Results with the EM 

Algorithm in Each Hidden State 

Model I AIC   

m=2 1 256.977 17.79 0.002 

2 26.33 0.001 

m =3 1  

 

251.980 

17.27 0.0019 

2 1.50 0.0006 

3 1.50 0.001 

m = 4 1  

 

315.238 

16.42 0.0015 

2 24 0 

3 29 0 

4 21  

 
After obtaining the results of the parameter 

parameters, the next step is to determine the best estimation 

model of the number of Hepatitis B oil events by comparing 

the AIC values, where the best AIC value is the best 

estimation model. Based on the table above, it can be seen 

that the real AIC value exists when 3 hidden conditions are 

given, namely 251,980, so it can be concluded that the model 

with 3 hidden conditions (m = 3) is the best model compared 

to those with 𝑚 = 1 and 𝑚 = 4. Here are the estimated results 

The best parameters of PHMM, namely a model with 4 

hidden conditions: 

𝜆 = (17.27; 1.50; 1.50) 

𝛿 = (0.0019; 0.0006; 0.001) 

𝐸(𝑋𝑡) = 𝛿1𝜆1 + 𝛿2𝜆2 + 𝛿3𝜆3 

𝐸(𝑋𝑡) = (0.0019 × 17.27) + (0.0006 × 1.50) + (0.001 × 

11.50) 

𝐸(𝑋𝑡) = 0.03 + 0.0009 + 0.0015 

𝐸(𝑋𝑡) = 0.0324 

 

So it can be concluded that of the three estimation 

models for the number of Hepatitis B patients in the Haji 

Hospital, the model with 4 hidden events is the estimation 

model for the number of Hepatitis B patients that occurs a lot 

0.0324 = 0 events within 1 month. In this case, the average 

predicted result obtained by the hidden condition mode is 3 

in line with the original condition in the previous months. 

Meanwhile, I Examined the implementation of the 

Poisson Hidden Markov Model & Expectation-

Maximization Algorithm for estimating earthquake events in 

Indonesia [22]. The results obtained from this research are 

the smallest AIC value from the Poisson Hidden Markov 

Model estimation results using the Expectation 

Maximization Algorithm, which was obtained (AIC = 

1101.559). Hence, the Poisson Hidden Markov model with 3 

hidden states is the optimum model for parameter estimation. 

Of the selected models, the best model with three hidden 

conditions is the best model for estimating the number of 

earthquakes, and the best estimate is the parameter estimate 

that the average number of earthquakes that occur in a month 

is 4.08437≈4 event values. 

Then, the stochastic model analysis of Hepatitis B 

virus transmission was examined [23]. The spread of 

Hepatitis B virus infection uses a deterministic SIR model, 

where people who recover from acute infection have 
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temporary immunity. However, this deterministic model 

uses a constant virus infection rate over time. This research 

also aims to construct a stochastic SIR model by dividing the 

infection rate into 2, namely the acute and chronic infection 

rates following the Wiener process. 

Then, researched the Poisson Hidden Markov model 

and its application to motor vehicle insurance claims. This 

research uses the Akaike Information Criteria (AIC) to 

obtain the best model with a two-state Poisson Hidden 

Markov model with the smallest value. The two states are 

other people's evil actions and accidents. The average claim 

submission due to someone else's bad action is 11,499 claims 

per week, while the average claim submission due to an 

accident is 23,935. Suppose the number of claims 

experiences overdispersion, and the causes of claims that are 

not directly observed are assumed to form a Markov chain. 

In that case, the number of claims can be modelled using the 

Poisson Hidden Markov Model [24]. 

Furthermore, Examined Poisson Hidden Markov 

modelling to predict the number of accidents on the Jakarta-

Cikampek Toll Road [25-26]. The prediction results from the 

number of accidents can be the basis for handling accident 

cases at toll road locations where accidents frequently occur, 

such as determining the number of tow trucks, vehicles 

carrying vehicles that have accidents, the number of 

ambulances on standby, the number of patrol cars, and the 

number of rescue cars. Namely, a car containing equipment 

used in serious accidents on toll roads. For this reason, a 

mixed Poisson model, namely the Poisson Hidden Markov 

model, is used to model the number of accidents on toll 

roads. The results obtained from this research are the AIC 

values obtained by the 2 state Poisson Hidden Markov model 

as the best model. Using the best model, the number of 

accidents was predicted for the next four periods, and a 

MAPE value of around 34% was obtained. The MAPE 

values obtained indicate that the prediction results for the 

number of accidents include decent forecasting but are not 

good enough. 

 

Conclusion  
 

The conclusions that can be drawn based on the 

results and previous discussions are as follows: the method 

for determining the average number of patients in patient B 

can use the PHMM (Poisson Hidden Markov Model) method 

with the EiM (Expectation-Maximization Algorithm) 

algorithm. The best model for the number of Hepatitis B 

patients in the Haji Hospital at this hospital is the model with 

3 hidden circumstances with the parameter estimation value. 

The average number of Hepatitis B patients is 0.0324 in 1 

month. The average predicted results obtained by the hidden 

condition model 3 align with the original conditions in the 

previous months. In this study, researchers only analyzed to 

determine the best model for the number of Hepatitis B 

patients based on testing criteria. Therefore, the author has 

suggestions for other researchers interested in this material. 

In future research, the best parameter estimation for the 

number of Hepatitis B patients can be done by considering 

the distribution of observation locations based on the 

distribution of Hepatitis B patients who occur most 

frequently. This research can be continued again to predict 

Hepatitis B patients in the next period. 
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